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Important Trends

ωImplies parallel computing 
important again

ωPerformance from extra 
cores ςnot extra clock 
speed

ωnew commercially 
supported data center 
model building on 
compute grids

ωIn all fields of science and 
throughout life (e.g. web!) 

ωImpacts preservation, 
access/use, programming 
model

Data Deluge
Cloud 

Technologies

eScience

Multicore/

Parallel 
Computing ωA  spectrum of eScienceor 

eResearchapplications 
(biology, chemistry, physics 
social science and 

ƘǳƳŀƴƛǘƛŜǎ Χύ

ωData Analysis

ωMachine learning
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Challenges for CS Research

¢ƘŜǊŜΩǊŜ ǎŜǾŜǊŀƭ ŎƘŀƭƭŜƴƎŜǎ ǘƻ ǊŜŀƭƛȊƛƴƎ ǘƘŜ Ǿƛǎƛƻƴ ƻƴ Řŀǘŀ ƛƴǘŜƴǎƛǾŜ ǎȅǎǘŜƳǎ 
and building generic tools (Workflow, Databases, Algorithms, Visualization ).

Å Cluster/Cloud-management software

Å Distributed execution engine

Å Security and Privacy

Å Language constructs e.g. MapReduce¢ǿƛǎǘŜǊ Χ

Å Parallel compilers

Å Program Development tools

. . . 

Science faces a data deluge. How to manage and analyze information? 

Recommend CSTB foster tools for data capture, data curation, data analysis

φWƛƳ  DǊŀȅΩǎ
Talk to Computer Science and Telecommunication Board (CSTB), Jan 11, 2007 
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5ŀǘŀ ²ŜΩǊŜ [ƻƻƪƛƴƎ ŀǘ

ÅPublic Health Data   (IU Medical School & IUPUI Polis Center)

(65535 Patient/GIS records / 54 dimensions each)

ÅBiology DNA sequence alignments  (IU Medical School & CGB)

(several million Sequences / at least 300 to 400 base pair each)

ÅNIH PubChem(Cheminformatics)

(60 million chemical compounds/166 fingerprints each)

ÅParticle physics LHC (Caltech)

(1 Terabyte data placed in IU Data Capacitor)

High volume and high dimension require new efficient computing approaches!
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Data is too big and gets bigger to fit into memory 
CƻǊ ά!ƭƭ ǇŀƛǊǎέ ǇǊƻōƭŜƳ hόb2),

PubChemdata points100,000 => 480 GBof mainmemory
(Tempest Cluster of 768 cores has 1.536TB) 

We need to use distributed memory and new algorithms to solve the problem

Communication overhead is large as main operations include matrix 
multiplication (O(N2)), moving data between nodes and within one node 
adds extra overheads

We use hybrid mode of MPI and MapReducebetween nodes and concurrent 
threading internal to node on multicoreclusters

Concurrent threading has side effects   (for shared memory model like 
CCR and OpenMP) that impact performance

sub-block size to fit data into cache 
cache line padding to avoid false sharing

Data Explosion and Challenges
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Gartner 2009 Hype Curve
Source: Gartner (August 2009)

HPC
?
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Clouds hide Complexity

7

SaaS: Software as a Service

(e.g. Clustering is a service)

IaaS(HaaS): Infrastructure as a Service 

(get computer time with a credit card and with a Web interface like EC2)

PaaS: Platform as a Service

IaaSplus core software capabilities on which you build  SaaS

(e.g. Azure is a PaaS; MapReduce is a Platform)

Cyberinfrastructure
Lǎ άwŜǎŜŀǊŎƘ ŀǎ ŀ {ŜǊǾƛŎŜέ
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Cloud Computing: Infrastructure and Runtimes

ÅCloud Infrastructure: outsourcing of servers, computing, data, file 
space, utility computing, etc.

ïHandled through (Web) services that control virtual machine 
lifecycles.

ÅCloud Runtimes or Platform:tools (for using clouds) to do data-
parallel (and other) computations. 

ïApache Hadoop, Google MapReduce, Microsoft Dryad, Bigtable, 
Chubby (synchronization) and others 

ïMapReduce designed for information retrieval but is excellent for 
a wide range of science data analysis applications

ïCan also do much traditional parallel computing for data-mining 
if extended to support iterativeoperations

ïMapReduce not usually done on Virtual Machines
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Authentication and Authorization: Provide single sign in to both FutureGrid and

CommercialCloudslinkedby workflow

Workflow: Support workflows that link job components between FutureGrid and 

Commercial Clouds. Trident from Microsoft Research is initial candidate

Data Transport:Transport data between job components on FutureGridand Commercial 

Clouds respecting custom storage patterns

Software as a Service: This concept is shared between Clouds and Grids and can be 

supported without special attention

SQL: Relational Database

C
lo

u
d

Program Library: Store Images and other Program material (basic FutureGridfacility)

Blob: Basic storage concept similar to Azure Blob or Amazon S3

DPFS Data Parallel File System: Support of file systems like Google (MapReduce), HDFS 

(Hadoop) or Cosmos (Dryad) with compute-data affinity optimized for data processing

Table: Support of Table Data structures modeled on  Apache Hbase(Google Bigtable) or 

Amazon SimpleDB/AzureTable (eg. Scalable distributedά9ȄŎŜƭέύ

Queues: Publish Subscribe based queuing system

Worker Role: This concept is implicitly used in both Amazon and TeraGridbut was first 

introduced as a high level construct by Azure

Web Role: This is used in Azure to describe important link to user and can be supported in  

FutureGrid with a Portal framework

MapReduce: Support MapReduceProgramming model including Hadoop on Linux, Dryad 

Key Features of Cloud Platforms
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aŀǇwŜŘǳŎŜ άCƛƭŜκ5ŀǘŀ wŜǇƻǎƛǘƻǊȅέ tŀǊŀƭƭŜƭƛǎƳ

Instruments

Disks Map1 Map2 Map3

Reduce

Communication

Map = (data parallel) computation reading and writing data
Reduce= Collective/Consolidation phase e.g. forming multiple 
global sums as in histogram

Portals
/Users

MPI  and Iterative MapReduce
Map        Map Map Map

Reduce    Reduce Reduce
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MapReduce

ÅImplementations support:
ïSplitting of data

ïPassing the output of map functions to reduce functions

ïSorting the inputs to the reduce function based on the 
intermediate keys

ïQuality of services

Map(Key, Value)  

Reduce(Key, List<Value>)  

Data Partitions

Reduce Outputs

A hash function maps 
the results of the map 
tasks to r  reduce tasks

A parallel Runtime coming from Information Retrieval
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Å{ŀƳ ǘƘƻǳƎƘǘ ƻŦ άŘǊƛƴƪƛƴƎέ ǘƘŜ ŀǇǇƭŜ

{ŀƳΩǎ tǊƻōƭŜƳ

} He used a        to cut  the          

and a            to make juice.     
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όғŀΩΣ     Ҕ Σ ғƻΩΣ    Ҕ Σ ғǇΩΣ    Ҕ ύ

ÅImplemented a parallelversion of his innovation 

Creative Sam

όғŀΣ     Ҕ Σ ғƻΣ     Ҕ Σ ғǇΣ     Ҕ Σ Χύ

Each input to a map is a list of <key, value> pairs

Each output of slice is a list of <key, value> pairs

Grouped by key

Each input to a reduce is a <key, value-list> (possibly a 
list of these, depending on the grouping/hashing 
mechanism)
e.g. <aoΣ ό                        ΧύҔ

Reduced into a list of values

The idea of Map Reduce in Data Intensive 
Computing

A list of  <key, value> pairs mapped into another 
list of <key, value> pairs which gets grouped by 

the key and reduced into a list of values
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Hadoop & DryadLINQ

Å!ǇŀŎƘŜ LƳǇƭŜƳŜƴǘŀǘƛƻƴ ƻŦ DƻƻƎƭŜΩǎ aŀǇwŜŘǳŎŜ
Å Hadoop Distributed File System (HDFS) manage data
Å Map/Reduce tasks are scheduled based on data 

locality in HDFS (replicated data blocks)

ÅDryad process the DAG executing vertices on compute 
clusters

ÅLINQ provides a query interface for structured data

ÅProvide Hash, Range, and Round-Robin partition 
patterns 

Job
Tracker

Name
Node

1 2

3
2

3 4

M MM M

R R R R

H

D

F

S

Data
blocks

Data/Compute NodesMaster Node

Apache Hadoop Microsoft DryadLINQ

Edge : 
communication 
path

Vertex :
execution task  

Standard LINQ operations

DryadLINQ operations

DryadLINQ Compiler

Dryad Execution Engine

Directed 
Acyclic Graph 
(DAG) based 
execution 
flows

Job creation; Resource management; Fault tolerance& re-execution of failed tasks/vertices


