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Variety of analysis
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Data center scale computing provides storage
and computational resources at the scale and
with the reliablility of a data center.



The Datacenter as a Computer
An Introduction to the Design of
Warehouse-Scale Machines

Luiz André Barroso and Urs Hilzle
Goagle Inc.

A very nice recent book by
Barroso and Holzle

SYNTHESIS LECTURES ON COMPUTER ARCHITECTURE # 6




Scale Is
new




Elastic, Usage Based
Pricing Is New

x COStS the same as

1 computer in a rack 120 computers in three
for 120 hours racks for 1 hour
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Simplicity of the Parallel Programming
Framework is New

A new programmer can
develop a program to proc
a container full of data witl
less than day of training us
MapReduce

11



Elastic Clouds

B

Large Data Clouds

Goal: Minimize cost
of virtualized
machines & provide
on-demand.

HPC

Goal: Maximize data
(with matching
compute) and control
cost.

Goal: Minimize
latency and control
heat.
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Databases Data Clouds

Scalability |mnnQa ¢. MmnnQa t .

Functionality | Full SQIbased queries, | Single keys
Including joins

Optimized Databases optimized for Data clouds optimized

safe writes for efficient reads
Consistency | ACID (Atomicity, Eventual consistency
model Consistency, Isolation &

Durability)

Parallelism | Difficult because of ACIDParallelism over
model; shared nothing is commodity
possible components

Scale Racks Data center
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Grids Clouds
Problem Too few cycles Too many users &
too much data
Infrastructure |Clusters and Data centers

supercomputers

Architecture

Federated Virtual
Organization

Hosted Organization

Programming
Model

Powerful, but
difficult to use

Not as powerful, but
easy to use
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Part 3
How Do You Program A Data Cente
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How Do You Build A Data Center

w Containers used
by Google,
Microsoft &
others

w Data center
consists of 19
60+ containers.
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What Is the Operating System?

: e
e
VM 1 VM 50,000
VM 1 VM 5
workstatio J | \
N

services, VM fail over and restart, security services,
power management services, etc.
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Architectural Models:
How Do You Fill a Data Center?

App App

-0 @0

on-demand
computing instances

App

App App | App | App | App

large data cloud

services
Cloud Data Services Quastrelational A A
(BigTableetc.) DataServices PP B2
Cloud Compute Services A A
(MapReduce& Generalizations) PP PP

Cloud Storage Services




Instances, Services & Framework:

many
Instances

single
Instance

Instance
(laaS)

Hadoop Microsoft VMWare
DFS & Azure Vmotioné
MapReduce Google

A ma z o n &ppEngine
SQS

Azure

Services

Amazonos

S3

service framework

operating system
(PaaS) P J5¥
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Some Programming Models for Data Cente

wOperations over data center of disks
¢ MapReduce ¢ & DNJAVSR € 0
C Iterate MapReducd Twister)
¢ DryadLINQ
¢ UserDefined FunctionsUDF$ over data center
¢ SQL and QuaSiQL over data center
¢ Data analysis / statistics functions over data center



More Programming Models

wOperations over data center of memory

¢ Memcacheddistributed irmemory keyvalue
store)

¢ Grepover distributed memory

¢ UDFsover distributed memory

¢ SQL and QuaSiQL over distributed memory

¢ Data analysis / statistics over distributed memory



Part 4. Stacks for Big Data

GlEreep T

HBASE

Sector/Sphere .
> =
Cassandra %

CLOUDSTORE

Project Voldemort
A distributed database.
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The Google Data Stack

The Google File System MapReduce: Simplified Data Processing on Large Clusters
Sarjay Ghemawat, Howard Gooioft, and Shur-Tak Leung
Gaaghr Jeffrey Dean and Sanjay Ghemawat

JefFi@ goagle com, sanjay B geog)

Google, Inc.
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